Introduction to Machine learning
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Introduction \
Models, Search, Optimization

e Operator, Action, Precondition, Effect Y

e Breadth-First, Depth-First, Uniform cost, Greedy, Hill climbing, Beam, Y

A*, Constrained convex optimization

Logic: Planning, Knowledge representation, Inference

e C(lassical planning, STRIPS operators, Actions, Conditional effects Y

e Knowledge representation, Logical inference \
Concept of Machine Learning

e Whatis learning? \

o Well-defined machine learning problem




Decision trees

e Basic decision tree algorithm, The ID3 algorithm \

¢ Notes on experimental evaluation )
Probability and Estimation

e Bayes rule, Naive Bayes )

e MLE, MAP \
Logistic and linear regressions

e Minimizing squared error and maximizing data likelihood \

e Gradient descent as a general learning method )

e Regularization, Bias-variance decomposition \
Computational learning theory

e Probably Approximately Correct (PAC) learning \

e PAC learnability & Sample complexity )
Graphical models

e Bayesian networks )

e Learning Bayesian network structure \
Kernels

e Perceptron, Winnow, Kernel based methods )

e Shattering & VC Dimension )
Support Vector Machines Y
Clustering

e The clustering problem )

e Distance measures, K-means |
Reinforcement learning

e Markov decision processes \

e Value iteration )

e Q-learning \
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